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Chapter 4

4-1 CONTINUOUS RANDOM VARIABLES:

Continuous Random Variables and Probability Distributions

 Example:

- Measurement of the current in a thin copper (different results due to variation).
- Measuring a dimensional length of a part (Also different results due to variations).

The measurement of interest can be represented by a RANDOM VARIABLE.

It is reasonable to model the range of possible values of the random variable by an
interval (finite or infinite) of real numbers.

 However, because the number of possible values of the random variable X is
uncountably infinite, X has a distinctly different distribution from the discrete random
variables studied previously. The range of X includes all values in an interval of real
numbers; that is, the range of X can be thought of as a continuum.



4-2 PROBABILITY DISTRIBUTION AND PROBABILITY DENSITY FUNCTION:

 Density functions are commonly used in engineering to describe physical systems.

 Example:

Consider the density of a loading on a long, thin beam as shown in following figure.

- For any point x along the beam, the density can be described by a function (in
grams/cm).

- Intervals with large loadings correspond to large values for the function.

- The total loading between points a and b is determined as the integral of the density
function from a to b AREA



 Similarly, a probability density function f(x) can be used to describe the probability
distribution of a continuous random variable X.

 The Probability that X is between a and b is determined as the integral of f(x) from a to b. 

 Probability Density Function:



 A probability density function provides a simple description of the probabilities
associated with a random variable.

A histogram is an approximation to a probability density function.

 For each interval of the histogram, the area of the bar equals the relative frequency
(proportion) of the measurements in the interval.

 The relative frequency is an estimate of the probability that a measurement falls in the
interval.

 Similarly, the area under f(x) over any interval equals the true probability that a
measurement falls in the interval.



 The important point is that f(x) is used to calculate an area that represents the
probability that X assumes a value in [a, b].

 By appropriate choice of the shape of f(x), we can represent the probabilities
associated with any continuous random variable X.

For the density function of a loading on a long thin beam, because every point has
zero width, the loading at any point is zero. Similarly, for a continuous random variable
X and any value x.

 Example:

When a particular current measurement is observed, such as 14.47 milliamperes,

This result can be interpreted as the rounded value of a current measurement that is
actually in a range such as

14.465 ≤ x ≤ 14.475      (NOT ZERO)



 Example:

Let the continuous random variable X denote the diameter of a hole drilled in a sheet
metal component. The target diameter is 12.5 millimeters. Most random disturbances to
the process result in larger diameters. Historical data show that the distribution of X can
be modeled by a probability density function

X ≥ 12.5

If a part with a diameter larger than 12.60 millimeters is scrapped, what proportion of
parts is scrapped?



What proportion of parts is between 12.5 and 12.6 millimeters?

OR



 it is sometimes useful to be able to provide cumulative probabilities such as P(X ≤ x)
and that such probabilities can be used to find the probability mass function of a random
variable.

 Using cumulative probabilities is an alternate method of describing the probability
distribution of a random variable.



 Question 4-7.

The probability density function of the net weight in pounds of a packaged chemical
herbicide is f(x) = 2.0 for 49.75 < x < 50.25 pounds.

a- Determine the probability that a package weighs more than 50 pounds.

b- How much chemical is contained in 90% of all packages?



4-3 CUMULATIVE DISTRIBUTION FUNCTION:

An alternative method to describe the distribution of a discrete random variable can
also be used for continuous random variables.

 Cumulative Distribution Function



 Example:

For the drilling operation in the last Example,



 Example:

For the drilling operation in the previous example, where

F(x) consists of two expressions,



 The probability density function of a continuous random variable can be determined
from the cumulative distribution function by differentiating. Recall that the fundamental
theorem of calculus states that

As long as the derivative exists.



 Example:

The time until a chemical reaction is complete (in milliseconds) is approximated by the
cumulative distribution function

-Determine the probability density function of X.

- what proportion of reactions is completed within 200 milliseconds?



 Question 4-13.

The gap width is an important property of a magnetic recording head. In coded units, if the
width is a continuous random variable over the range from 0<x<2 with

f(x) =0.5x, 
Determine the cumulative distribution function of the gap width.



4-4 MEAN AND VARIANCE OF A CONTINUOUS RANDOM VARIABLE:

 Integration replaces summation in the discrete definitions.

Mean and Variance



 Example:

For the copper wire example where f(x) = 0.05 for 0 ≤ x ≤ 20 mA,

The mean of X is,

The variance of X is,



 The expected value of a function h(X) of a continuous random variable is defined
similarly to a function of a discrete random variable.

 Expected Value of a Function of a Continuous Random Variable:

 Example:

For the copper wire example, what is the expected value of the squared current?

h(x) = X2, therefore



 Question 4-29.

The thickness of a conductive coating in micrometers has a density function of 600x-2 for
100µm < x < 120µm.

A- Determine the mean and variance of the coating thickness.

B- If the coating costs $0.50 per micrometer of thickness on each part, what is the
average cost of the coating per part?



4-5 CONTINUOUS UNIFORM DISTRIBUTION:

 The simplest continuous distribution is analogous to its discrete counterpart.



 Example:

Let the continuous random variable X denote the current measured in a thin copper wire
in milliamperes. Assume that the range of X is [0, 20 mA], and assume that the
probability density function of X is f(x) = 0.05, 0 ≤ x ≤ 20.

- What is the probability that a measurement of current is between 5 and 10
milliamperes?



The mean and variance formulas can be applied with a=0 and b=20. Therefore,

S.D. = 5.77 mA.

The Cumulative distribution function is: (If a < x < b)



Therefore, the complete description of the cumulative distribution function of a
continuous uniform random variable is:

 Question 4-36.

Suppose the time it takes a data collection operator to fill out an electronic form for a
database is uniformly between 1.5 and 2.2 minutes.

A- What is the mean and variance of the time it takes an operator to fill out the form?

E(X) = (1.5+2.2)/2 = 1.85 min

V(X) = (2.2-1.5)2/12 = 0.0408 min2



B- What is the probability that it will take less than two minutes to fill out the form?

C- Determine the cumulative distribution function of the time it takes to fill out the 
form.



4-6 NORMAL DISTRIBUTION:

 Undoubtedly, the most widely used model for the distribution of a random variable is a
normal distribution.

Whenever a random experiment is replicated, the random variable that equals the
average (or total) result over the replicates tends to have a normal distribution as the
number of replicates becomes large.

CENTRAL LIMIT THEORIM

 Normal Distribution is also referred to as a Gaussian distribution.



 Example:

- Assume that the deviation (or error) in the length of a machined part is the sum of a
large number of infinitesimal effects, such as:

- Temperature and humidity drifts, vibrations, cutting angle variations, cutting tool wear,
bearing wear, rotational speed variations, mounting and fixture variations, variations in
numerous raw material characteristics, and variation in levels of contamination.

- If the component errors are independent and equally likely to be positive or negative,
the total error can be shown to have an approximate normal distribution.



 Random variables with different means and variances can be modeled by normal
probability density functions with appropriate choices of the center and width of the
curve.

-The Center of the probability density function E(X) = µ
- The width of the curve V(X) = σ2

All Normal functions has the characteristic symmetric bell-shaped curve, but the
centers and dispersions differ.



 Normal Distribution:



 Example:

Assume that the current measurements in a strip of wire follow a normal distribution
with a mean of 10 milliamperes and a variance of 4 (milliamperes)2.

-What is the probability that a measurement exceeds 13 milliamperes?

P(X > 13) = ?????

X: the current in mA.

 There is no closed-form expression for the integral of a normal probability density
function, and probabilities based on the normal distribution are typically found
numerically or from a table (that we will later introduce).



 Some useful results concerning a normal distribution are as follows:

 From the symmetry of f(x), P(X > µ) = P(X < µ) = 0.5



 The probability density function decreases as x moves farther from Consequently, the
probability that a measurement falls far from µ is small, and at some distance from µ the
probability of an interval can be approximated as zero.

 Because more than 0.9973 of the probability of a normal distribution is within the
interval (µ - 3σ, µ + 3σ) 6σ is often referred as the width of a normal
distribution

 The Integration of normal probability density function between (-∞ < x < + ∞) = 1

 Standard Normal Random Variable:



Appendix Table II provides cumulative probability values for ɸ(z) , for a standard normal
random variable.



 Example:

Find P(Z ≤ 1.5) ????

P(Z ≤ 1.5) = 0.933193

P(Z ≤ 1.36) = 0.913085



 Example:

1- P(Z > 1.26) = 1 – P(Z ≤ 1.26) = 1 – 0.89616 = 0.10384

2- P(Z < -0.86) = 0.19490



3- P(Z > -1.37) = P(Z < 1.37) = 0.91465

4- P(-1.25 < Z < 0.37) = P(Z < 0.37) – P(Z < -1.25) = 0.64431 – 0.10565 = 0.53866

5- P(Z ≤ - 4.6) Cannot be found exactly from the standard table.
From Table we can find P(Z ≤ -3.99) 0.00003 so that (Z ≤ - 4.6) nearly ZERO



6- Find the value of z such that P(Z > z) = 0.05

Find P(Z < z) = 0.95 then from table….. Z = 1.65

7- Find the value of z such that P(-z < Z < z) = 0.99

Z = 2.58



 The standard table can be used to find the probabilities associated with an arbitrary
normal variable by first using a simple transformation.

 Standardizing a Normal Random Variable:

 The random variable Z represents the distance of X from its mean in terms of standard
deviations. It is the key step to calculate a probability for an arbitrary normal random
variable.



 Example:

Assume that the current measurements in a strip of wire follow a normal distribution
with a mean of 10 milliamperes and a variance of 4 (milliamperes)2.

-What is the probability that a measurement exceeds 13 milliamperes?



 Standardizing to Calculate a Probability:

 Example:

For the previous example, what is the probability that a current measurement is between
9 and 11 mA?



- Determine the value for which the probability that a current measurement is below this
value is 0.98.



 Example:

The diameter of a shaft in an optical storage drive is normally distributed with mean
0.2508 inch and standard deviation 0.0005 inch. The specifications on the shaft are
0.2500 + or - 0.0015 inch. What proportion of shafts conforms to specifications?

Let X denote the shaft diameter in inches.

 Find the probability when the process is centered………………..



 Question 4-49.

The compressive strength of samples of cement can be modeled by a normal
distribution with a mean of 6000 kilograms per square centimeter and a standard
deviation of 100 kilograms per square centimeter.

a) What is the probability that a sample’s strength is less that 6250 Kg/cm2?

b) What is the probability that a sample’s strength is between 5800 and 5900 Kg/cm2?



c) What strength is exceeded by 95% of the samples?

 Question 4-63.

The weight of a sophisticated running shoe is normally distributed with a mean of 12
ounces and a standard deviation of 0.5 ounce.

a) What is the probability that a shoe weights more that 13 ounces?



b) What must the standard deviation of weight be in order for the company to state that
99.9% of its shoes are less that 13 ounces?

c) If the standard deviation remains at 0.5 ounce, what must be the mean weight in order
for the company to state that 99.9% of its shoes are less that 13 ounces?



4-7 NORMAL APPROXIMATION TO THE BINOMIAL AND POISSONDISTRIBUTION:

 The normal distribution can be used to approximate binomial probabilities for cases in
which n is large.

 In some systems, it is difficult to calculate probabilities by using the binomial
distribution.

 Example:



 The area of each bar equals the binomial probability of x.

 Notice that the area of bars can be approximated by areas under the normal density
function.

 From the last figure, it can be seen that a probability such as P(3≤ X ≤7) is better
approximated by the area under the normal curve from 2.5 to 7.5.

 This observation provides a method to improve the approximation of binomial
probabilities.

The modification is referred to a CONTINUITY CORRECTION



 Example:

In a digital communication channel, assume that the number of bits received in error can
be modeled by a binomial random variable, and assume that the probability that a bit is
received in error is 1X10-5 . If 16 million bits are transmitted, what is the probability that
150 or fewer errors occur?

 Normal Approximation to the Binomial Distribution:



 Example:

The digital communication problem in the previous example is solved as follows:



 Example:

Again consider the transmission of bits. To judge how well the normal approximation
works, assume only n = 50 bits are to be transmitted and that the probability of an error
is p = 0.1. The exact probability that 2 or less errors occur is

Find P( X ≥ 9) = ??????



 Conditions for approximating hypergeometric and binomial probabilities:

Recall that the Poisson distribution was developed as the limit of a binomial distribution
as the number of trials increased to infinity. So that, the normal distribution can also be
used to approximate probabilities of a Poisson random variable.

 Normal Approximation to the Poisson Distribution:



 Example:

Assume that the number of asbestos particles in a squared meter of dust on a surface
follows a Poisson distribution with a mean of 1000. If a squared meter of dust is
analyzed, what is the probability that less than 950 particles are found?



4-8 EXPONENTIAL DISTRIBUTION:

 The discussion of the Poisson distribution defined a random variable to be the number
of flaws along a length of copper wire.

 The distance between flaws is another random variable that is often of interest.

 Let the random variable X denote the length from any starting point on the wire until a
flaw is detected.

 The distribution of X can be obtained from knowledge of the distribution of the number
of flaws. For example:

The distance to the first flaw exceeds 3 millimeters if and only if there are no flaws within
a length of 3 millimeters

 In general, let the random variable N denote the number of flaws in x millimeters of
wire. If the mean number of flaws is λ per millimeter, N has a Poisson distribution with
mean λx.



We assume that the wire is longer than the value of x. Now,

 The derivation of the distribution of X depends only on the assumption that the flaws
in the wire follow a Poisson process.



Exponential Distribution:



Exponential Distribution Mean and Variance:

 Example:

In a large corporate computer network, user log-ons to the system can be modeled as a
Poisson process with a mean of 25 log-ons per hour. What is the probability that there are no
logons in an interval of 6 minutes?

Let X denote the time in hours from the start of the interval until the first log-on.

X has an exponential distribution with λ = 25 log-ones/hr

Find the probability of X exceeds 6 min or 0.1 hour



What is the probability that the time until the next log-on is between 2 and 3 minutes?



Determine the interval of time such that the probability that no log-on occurs in the
interval is 0.90.

Furthermore, the mean time until the next log-on is

The standard deviation of the time until the next log-on is
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Chapter 4

4-1 CONTINUOUS RANDOM VARIABLES:

Continuous Random Variables and Probability Distributions

		 Example: 





		 Measurement of the current in a thin copper (different results due to variation).

		 Measuring a dimensional length of a part (Also different results due to variations).





The measurement of interest can be represented by a RANDOM VARIABLE.



It is reasonable to model the range of possible values of the random variable by an interval (finite or infinite) of real numbers.



		 However, because the number of possible values of the random variable X is uncountably infinite, X has a distinctly different distribution from the discrete random variables studied previously. The range of X includes all values in an interval of real numbers; that is, the range of X can be thought of as a continuum. 









4-2 PROBABILITY DISTRIBUTION AND PROBABILITY DENSITY FUNCTION:

		 Density functions are commonly used in engineering to describe physical systems.



		 Example: 





Consider the density of a loading on a long, thin beam as shown in following figure.















- For any point x along the beam, the density can be described by a function (in grams/cm).



		 Intervals with large loadings correspond to large values for the function.





- The total loading between points a and b is determined as the integral of the density function from a to b		   AREA









		 Similarly, a probability density function f(x) can be used to describe the probability distribution of a continuous random variable X.





		 The Probability that X is between a and b is determined as the integral of f(x) from a to b. 



		 Probability Density Function:









		 A probability density function provides a simple description of the probabilities associated with a random variable.



		 A histogram is an approximation to a probability density function.

















		 For each interval of the histogram, the area of the bar equals the relative frequency (proportion) of the measurements in the interval.



		 The relative frequency is an estimate of the probability that a measurement falls in the interval.



		 Similarly, the area under f(x) over any interval equals the true probability that a measurement falls in the interval.









		 The important point is that f(x) is used to calculate an area that represents the probability that X assumes a value in [a, b].





		 By appropriate choice of the shape of f(x), we can represent the probabilities associated with any continuous random variable X.



		For the density function of a loading on a long thin beam, because every point has zero width, the loading at any point is zero. Similarly, for a continuous random variable X and any value x.



		 Example: 





When a particular current measurement is observed, such as 14.47 milliamperes,



This result can be interpreted as the rounded value of a current measurement that is actually in a range such as



14.465 ≤ x ≤ 14.475      (NOT ZERO)







		 Example: 





Let the continuous random variable X denote the diameter of a hole drilled in a sheet metal component. The target diameter is 12.5 millimeters. Most random disturbances to the process result in larger diameters. Historical data show that the distribution of X can be modeled by a probability density function





X ≥ 12.5



If a part with a diameter larger than 12.60 millimeters is scrapped, what proportion of parts is scrapped?







What proportion of parts is between 12.5 and 12.6 millimeters?













OR







		 it is sometimes useful to be able to provide cumulative probabilities such as P(X ≤ x) and that such probabilities can be used to find the probability mass function of a random variable. 



		 Using cumulative probabilities is an alternate method of describing the probability distribution of a random variable.









		 Question 4-7.















The probability density function of the net weight in pounds of a packaged chemical herbicide is f(x) = 2.0 for 49.75 < x < 50.25 pounds.



a- Determine the probability that a package weighs more than 50 pounds.











b- How much chemical is contained in 90% of all packages?







4-3 CUMULATIVE DISTRIBUTION FUNCTION:

		 An alternative method to describe the distribution of a discrete random variable can also be used for continuous random variables.



		 Cumulative Distribution Function









		 Example: 





For the drilling operation in the last Example,

















		 Example: 





For the drilling operation in the previous example, where







F(x) consists of two expressions,



























		 The probability density function of a continuous random variable can be determined from the cumulative distribution function by differentiating. Recall that the fundamental theorem of calculus states that























As long as the derivative exists.







		 Example: 





The time until a chemical reaction is complete (in milliseconds) is approximated by the cumulative distribution function











		Determine the probability density function of X.











		 what proportion of reactions is completed within 200 milliseconds?









		 Question 4-13.





The gap width is an important property of a magnetic recording head. In coded units, if the width is a continuous random variable over the range from 0<x<2 with 

f(x) =0.5x, 

Determine the cumulative distribution function of the gap width.













4-4 MEAN AND VARIANCE OF A CONTINUOUS RANDOM VARIABLE:

		 Integration replaces summation in the discrete definitions.



		 Mean and Variance









		 Example: 





For the copper wire example where f(x) = 0.05 for 0 ≤ x ≤ 20 mA,



The mean of X is,











The variance of X is,



















		 The expected value of a function h(X) of a continuous random variable is defined similarly to a function of a discrete random variable.



		 Expected Value of a Function of a Continuous Random Variable:



		 Example: 





For the copper wire example, what is the expected value of the squared current?



h(x) = X2, therefore







		 Question 4-29.





The thickness of a conductive coating in micrometers has a density function of 600x-2 for 100µm < x < 120µm.



A- Determine the mean and variance of the coating thickness.



















B- If the coating costs $0.50 per micrometer of thickness on each part, what is the average cost of the coating per part?











4-5 CONTINUOUS UNIFORM DISTRIBUTION:

		 The simplest continuous distribution is analogous to its discrete counterpart.









		 Example: 





Let the continuous random variable X denote the current measured in a thin copper wire in milliamperes. Assume that the range of X is [0, 20 mA], and assume that the probability density function of X is f(x) = 0.05, 0 ≤ x ≤ 20.



- What is the probability that a measurement of current is between 5 and 10 milliamperes?







The mean and variance formulas can be applied with a=0 and b=20. Therefore,









S.D. = 5.77 mA.



The Cumulative distribution function is: (If a < x < b)







Therefore, the complete description of the cumulative distribution function of a continuous uniform random variable is:

		 Question 4-36.





Suppose the time it takes a data collection operator to fill out an electronic form for a database is uniformly between 1.5 and 2.2 minutes.



A- What is the mean and variance of the time it takes an operator to fill out the form?



E(X) = (1.5+2.2)/2 = 1.85 min



V(X) = (2.2-1.5)2/12 = 0.0408 min2







B- What is the probability that it will take less than two minutes to fill out the form?













C- Determine the cumulative distribution function of the time it takes to fill out the form.







4-6 NORMAL DISTRIBUTION:



		 Normal Distribution is also referred to as a Gaussian distribution.









		 Example: 





- Assume that the deviation (or error) in the length of a machined part is the sum of a large number of infinitesimal effects, such as:



- Temperature and humidity drifts, vibrations, cutting angle variations, cutting tool wear, bearing wear, rotational speed variations, mounting and fixture variations, variations in numerous raw material characteristics, and variation in levels of contamination.



- If the component errors are independent and equally likely to be positive or negative, the total error can be shown to have an approximate normal distribution.







		 Random variables with different means and variances can be modeled by normal probability density functions with appropriate choices of the center and width of the curve.

















		The Center of the probability density function		E(X) = µ

		 The width of the curve				V(X) = σ2



		 All Normal functions has the characteristic symmetric bell-shaped curve, but the centers and dispersions differ.









		 Normal Distribution:









		 Example: 





Assume that the current measurements in a strip of wire follow a normal distribution with a mean of 10 milliamperes and a variance of 4 (milliamperes)2.



		What is the probability that a measurement exceeds 13 milliamperes?





P(X > 13) = ?????



X: the current in mA.

















		 There is no closed-form expression for the integral of a normal probability density function, and probabilities based on the normal distribution are typically found numerically or from a table (that we will later introduce).









		 Some useful results concerning a normal distribution are as follows:



































		 From the symmetry of f(x), P(X > µ) = P(X < µ) = 0.5









		 The probability density function decreases as x moves farther from Consequently, the probability that a measurement falls far from µ is small, and at some distance from µ the probability of an interval can be approximated as zero.





		 Because more than 0.9973 of the probability of a normal distribution is within the interval (µ - 3σ, µ + 3σ) 		 6σ is often referred as the width of a normal distribution



		 The Integration of normal probability density function between (-∞ < x < + ∞) = 1





		 Standard Normal Random Variable:









		 Appendix Table II provides cumulative probability values for ɸ(z) , for a standard normal random variable.









		 Example: 





Find P(Z ≤ 1.5) ????





























P(Z ≤ 1.5) = 0.933193



P(Z ≤ 1.36) = 0.913085







		 Example: 





1- P(Z > 1.26) = 1 – P(Z ≤ 1.26) = 1 – 0.89616 = 0.10384













2- P(Z < -0.86) = 0.19490







3- P(Z > -1.37) = P(Z < 1.37) = 0.91465













4- P(-1.25 < Z < 0.37) = P(Z < 0.37) – P(Z < -1.25) = 0.64431 – 0.10565 = 0.53866















5- P(Z ≤ - 4.6) Cannot be found exactly from the standard table.

From Table we can find P(Z ≤ -3.99) 0.00003 so that (Z ≤ - 4.6) nearly ZERO







6- Find the value of z such that P(Z > z) = 0.05















Find P(Z < z) = 0.95 then from table….. Z = 1.65











7- Find the value of z such that P(-z < Z < z) = 0.99













Z = 2.58











		 The standard table can be used  to find the probabilities associated with an arbitrary normal variable by first using a simple transformation.



		 Standardizing a Normal Random Variable:



		 The random variable Z represents the distance of X from its mean in terms of standard deviations. It is the key step to calculate a probability for an arbitrary normal random variable.









		 Example: 





Assume that the current measurements in a strip of wire follow a normal distribution with a mean of 10 milliamperes and a variance of 4 (milliamperes)2.



		What is the probability that a measurement exceeds 13 milliamperes?









		 Standardizing to Calculate a Probability:



		 Example: 





For the previous example, what is the probability that a current measurement is between 9 and 11 mA?







- Determine the value for which the probability that a current measurement is below this value is 0.98.







		 Example: 





The diameter of a shaft in an optical storage drive is normally distributed with mean 0.2508 inch and standard deviation 0.0005 inch. The specifications on the shaft are 0.2500 + or - 0.0015 inch. What proportion of shafts conforms to specifications?

















Let X denote the shaft diameter in inches.













		 Find the probability when the process is centered………………..









		 Question 4-49.





The compressive strength of samples of cement can be modeled by a normal distribution with a mean of 6000 kilograms per square centimeter and a standard deviation of 100 kilograms per square centimeter.



		What is the probability that a sample’s strength is less that 6250 Kg/cm2?











		What is the probability that a sample’s strength is between 5800 and 5900 Kg/cm2?









c)  What strength is exceeded by 95% of the samples?

		 Question 4-63.





The weight of a sophisticated running shoe is normally distributed with a mean of 12 ounces and a standard deviation of 0.5 ounce.



a) What is the probability that a shoe weights more that 13 ounces?







b) What must the standard deviation of weight be in order for the company to state that 99.9% of its shoes are less that 13 ounces? 













c) If the standard deviation remains at 0.5 ounce, what must be the mean weight in order for the company to state that 99.9% of its shoes are less that 13 ounces?







4-7 NORMAL APPROXIMATION TO THE BINOMIAL AND POISSONDISTRIBUTION:

		 The normal distribution can be used to approximate binomial probabilities for cases in which n is large.





		 In some systems, it is difficult to calculate probabilities by using the binomial distribution.



 

		 Example: 













		 The area of each bar equals the binomial probability of x.





		 Notice that the area of bars can be approximated by areas under the normal density function.



		 From the last figure, it can be seen that a probability such as P(3≤ X ≤7) is better approximated by the area under the normal curve from 2.5 to 7.5.



		 This observation provides a method to improve the approximation of binomial probabilities.

















The modification is referred to a CONTINUITY CORRECTION

 









		 Example:





In a digital communication channel, assume that the number of bits received in error can be modeled by a binomial random variable, and assume that the probability that a bit is received in error is 1X10-5 . If 16 million bits are transmitted, what is the probability that 150 or fewer errors occur? 





		 Normal Approximation to the Binomial Distribution:









		 Example: 





The digital communication problem in the previous example is solved as follows:







		 Example: 





Again consider the transmission of bits. To judge how well the normal approximation works, assume only n = 50 bits are to be transmitted and that the probability of an error is p = 0.1. The exact probability that 2 or less errors occur is















Find P( X ≥ 9) = ??????







		 Conditions for approximating hypergeometric and binomial probabilities:

















		Recall that the Poisson distribution was developed as the limit of a binomial distribution as the number of trials increased to infinity. So that, the normal distribution can also be used to approximate probabilities of a Poisson random variable.



		 Normal Approximation to the Poisson Distribution:









		 Example: 





Assume that the number of asbestos particles in a squared meter of dust on a surface follows a Poisson distribution with a mean of 1000. If a squared meter of dust is analyzed, what is the probability that less than 950 particles are found?







4-8 EXPONENTIAL DISTRIBUTION:

		 The discussion of the Poisson distribution defined a random variable to be the number of flaws along a length of copper wire.





		 The distance between flaws is another random variable that is often of interest.





		 Let the random variable X denote the length from any starting point on the wire until a flaw is detected.





		 The distribution of X can be obtained from knowledge of the distribution of the number of flaws. For example:





The distance to the first flaw exceeds 3 millimeters if and only if there are no flaws within a length of 3 millimeters



		 In general, let the random variable N denote the number of flaws in x millimeters of wire. If the mean number of flaws is λ per millimeter, N has a Poisson distribution with mean λx.









		 We assume that the wire is longer than the value of x. Now,



		 The derivation of the distribution of X depends only on the assumption that the flaws in the wire follow a Poisson process.









		Exponential Distribution:









		Exponential Distribution Mean and Variance:



		 Example: 





In a large corporate computer network, user log-ons to the system can be modeled as a Poisson process with a mean of 25 log-ons per hour. What is the probability that there are no logons in an interval of 6 minutes?

Let X denote the time in hours from the start of the interval until the first log-on.



X has an exponential distribution  with λ = 25 log-ones/hr



Find the probability of X exceeds 6 min or 0.1 hour







What is the probability that the time until the next log-on is between 2 and 3 minutes?







Determine the interval of time such that the probability that no log-on occurs in the interval is 0.90.

Furthermore, the mean time until the next log-on is

The standard deviation of the time until the next log-on is
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If X'is a continuous random variable, for any x and x;,

Pxi=X=x)=Px<X=x)=Px=X<x)=Px<X<x)





P> 1260) = J fx) de = J 20072067129) g = — =20





P125 <X < 126)





P(125 < X< 12, 1—PX>126)=1-0135

.865.





In general. for any discrete random vanable with possible values x. xp. ... x,.
the events {¥=ux), {Y=x)..... {X=x,) arc moumally exclusive. Therefore,

PX=x) = Zpe, f().





5025
P(X >50) = [20&:2:4
E





P(X >%)=090= [zodx:zxg‘“‘:loos—z;c

Then, 2:

9.6andx =49 8.




The cumulative distribution function ofa continuous random variable X is

Fl) = PX=<x) = J flu) du

for —o0 < x < o0,





0 for x<125

and for 12.5 = x

J'Qogfmfu 9
25
Sy ez
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Therefore,

0 x<125
1—e 29 5=y





125




Fx)=0, for x<0




Fx) = | 2072007129 gy
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for12.5 = x




F)=0 for x<125




Therefore,

0 x<125
1= e ™28 5=y
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Then, given F(x)
dm)

fx) =








1) = {0 x<0

0017 0 =x




P(X < 200) = F200) =





F(x)= j0.5XdY = 0.25x% for 0 <x < 2. Then.
0
0, x<0
F(x)=1025x, 0<x<2

1 2<x




Suppose X is a continuous random variable with probability density function f(x).
The mean or expected value of X, denoted as p or E(Y), is

=B = IXIIX)dt

nce of X, denoted as V(X) or o2, is

o= 1) = I(»w%)dz: [ s ac = w2

The standard deviation of X is ¢ =





E)

E(X)= J A(x) dx = 0.05:%/2 n
o





20
n) = J’ e 100 e = 005G — 10773 | = 3333
o
u




IfX'is a continuous random variable with probability density function /(x),

£000) = [ o)





E[h(X)] f (x) dx J 0.05x% dx = 0.05 3
o





E(X)= jv@(h—woln A =109.39

100
100
1 : 600
V(X0 = [(x-109.39)* = soojl 20009 4 WP e

100 100
:600(x—218.78111.»(—109.393.(‘) [ =33.19





Average cost per part




A continuous random variable X with probability density function

&)

a=x=bh









If Xis a continuous uniform random variable over a = x = b,

(a+b) 3

p=EX)="""" and o

_G-a

V(x) 5
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PS5 <X<10)= J’/(x)dr
= 5005
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Flo) = J V(b ~ a)du = x/(b — a)  a/(b — a)




0 r<a
F(,):{(,—n)/(b—n) a=x<b

1 b=x




P(X<2):j !

15

2
—————dx=[07dr =074, =0.7(5)=07143
2-13" 15




FX)= j jO Tdx =07, for 1.5 <x<2.2. Therefore.

("2
0, x<L5
F(x)=107x-214, 15<x<22
1, 22=x




+« Undoubtedly, the most widely used model for the distribution of a random variable is a
normal distribution.

«» Whenever a random experiment is replicated, the random variable that equals the
average (or total) result over the replicates tends to have a normal distribution as the

number of replicates becomes large.

CENTRAL LIMIT THEORIM








A random variable X with probability density function

_
= —m<x<w

is a normal random variable with parameters 1, where —o2 < < o, and & > 0.
Also,

EX)=p and V(X)=o*

and the notation N(jx, 0%) is used to denote the distribution.
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Pl —o<X<p+a)=06827
Plp — 20 < X< p + 20) = 09545
Pl — 30 < X < p + 30) = 09973
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A normal random variable with
p=0 and o*=1
is called a standard normal random variable and is denoted as Z.

The cumulative distribution function of a standard normal random variable is
denoted as

)= PZ=2)





Table I Cumulative Standard Normal Distribution (continued)
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If.X is a normal random variable with E(Y) %, the random variable

is a normal random variable with £(Z) = 0 and ¥(Z) = 1. That is, Z is a standard
normal random variable.





P(Z> 15) = 0.06681




P> 13)=PZ>15)=1 - PZ=15)= 1 - 093319 = 0.06681




Distibution of 2= 24

Distibution of X
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Suppose X is a normal random variable with mean . and variance o2, Then,

X—n —n

P(Xsr):l’( > > ):P(Zsz)

-

where Z is a standard normal random variable, and is the z-value
obtained by standardizing X.

The probability is obiained by entering Appendix Table IT with z = (x — p)/ar.





PO<X<11)=P((9 - 10)/2 < (X = 10)/2 < (11 = 10)/2)
P(—05 < Z<05) = P(Z < 05) - P(Z < —05)

= 0.69146 — 0.30854 = 038292





PY <x) = P((X = 10)/2 < (x = 10)/2)
Z < (x~10)2)
.98





P(Z < 2.05)

.97982




2(2.05) + 10 = 14.1 milliamperes
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0.2485 [ omoe oS
o




0.2485 — 0.2508 02515 — 0.2508
P(02485 < X < 0.2515) = P(W <z <W)

= P(~46<Z<14)= PZ< 14) - PZ < —46)
=0.91924 — 0.0000 = 091924




P(X <6250)= ;{

<25
99379

62506000
100





P (5800 <X <5900)= P(SBOO_GOOO <7200 )
100 100

=P(-2<Z<-1)

=P(Z<1)-P(Z<-2)

=0.13591




p(x>x):){2>"’u;‘g°°) =095

x=6000
Therefore, ~ 100  =-1.65andx=5835.




p(x>13):){z>
=pz>2)
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IFP(X <13)=0.999, lhcn}{ ﬁ) =0.999.

Therefore, 1/ ¢ =3.09and o =1/3.0¢

324,




IfP(X <13)=0.999, then ){z < Bo;s”) =099

Therefore, 22 =3.09and u =11.455
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If X'is a binomial random variable,

is approximately a standard normal random variable. The approximation s good for

np>5 and n(l —p)>5





py

150
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16,000,000
X

)([0—5),‘(] _ 10—5)[6.000.000—x




To approximate a binomial probability with a normal distribution a continuity correction is applied as
Follows:

P(X<x)=PX <x+0.5)=PZ < (x + 0.5 - np) [Nap(1-p))

P(x<X)=P(x- 05 <X) = P((x - 0.5 - np)[op(1-p)] <2)









PX=2)= (‘ZO) 09 + (510) 0.1(0.9%) + (520) 0.1(0.9%) = 0.112




= P(Z=—118)=0.119





P(QSX):P(E.SsA’)mP(%SZ):P(lﬁSSZ):D.DS




hypergometric ~ binomial ~ normal
distribution Mg,  distibution np>s distribution
N=™ n(l —p)>5




If X is a Poisson random variable with £(X) = A and V()

ZZX*A
vV

is approximately a standard normal random variable. The approximation s good for

A=5





= 950) = g 1000, 1000
&




50 —
= M) P(Z= —1.58) = 0,057

PX=2x) :P(Z, 05












) =Ae™, x=0




The random variable X that equals the distance between successive counts of a
Poisson process with mean A > 0 is an exponential random variable with parame-
ter A. The probability density function of X is

fx) =Ae™ for 0=x<o









If the random variable X has an exponential distribution with parameter A,

1

p‘:E(X):% and o = V(X) =





7o




PX>0.1)= J 25¢5 % dy = 720D = 0,082
o




P(X>01)=1- F0.1) = 2D




P(0.033 < X < 0.05) =





P(0.033 < X < 0.05) = F(0.05) — F(0.033) = 0.152




P(X >x) = e =090




= 0.00421 hour = 0.25 minute





1 = 1/25 = 0.04 hour = 2.4 minutes




2.4 minutes







